
1  

  

Experimentation on Online Retail Data using two clustering 

Algorithms to discover distinct groups.   
  

By Dayo Samuel, 2022  

Abstract  
The goal of this research is to use clustering analysis to identify distinct groups of customers in an online 

retail database, with the purpose of creating targeted marketing campaigns. To achieve this, I will apply 

two different clustering algorithms and compare their results in order to make the best decision. The 

scikitlearn implementation of K-means and DBSCAN will be used to determine the optimal number of 

clusters through the elbow method. Additionally, I will utilize principal component analysis (PCA) to reduce 

the dimensionality of the data, allowing for the visualization of the clustering results on higher dimensional 

datasets  
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3.0 Introduction   
   Clustering is a data analysis technique that involves grouping data points together based on their 

similarity. This can be useful in many different contexts, including identifying different customer groups 

with similar characteristics, dividing images into segments based on pixel features, and more. For instance, 

a company might use clustering to group its customers into different segments based on their purchasing 

habits, which can help them tailor marketing campaigns and increase sales. In image segmentation, 

clustering algorithms can be used to divide pixels into different groups based on characteristics like colour 

and texture, which can be useful for tasks like object detection and image analysis  

Ashishkumar et al (2014) explored ways to effectively analyse and segment large datasets, known 

as big data, which often have a high volume and many dimensions. They used a data reduction technique 

called RFM (Recency, Frequency, Monetary) analysis on a large dataset and found ways to optimize 

clustering techniques for segmenting the data through data partitioning and parallelization. The 

researchers also performed analysis on the segments of the data that resulted from the clustering 

experiments and found that it is worthwhile to delve deeper into the segments to gain more insights into 

the behaviour of businesses.   

Daqing Chen et al (2012) conducted a study on retail data to help a business understand its 

customers and improve its customer-centric marketing efforts. Using the Recency, Frequency, and 

Monetary model, the business's customers were segmented into various groups using the k-means 

clustering algorithm and decision tree induction. The main characteristics of the consumers in each 

segment were then identified. Based on these findings, a set of recommendations was provided to the 

business on how to implement consumer-centric marketing strategies.  

In 2019, Daqing et al conducted an experimental study to compare different methods for predicting 

customer profitability over time. Like other researchers, they used the Recency, Frequency, and Monetary 

(RFM) model to measure customer profitability. At one point in the study, they used k-means clustering to 

divide customers into high, medium, and low groups based on their RFM values. The RFM model was 

chosen because it is simple and easy to understand in practice.   
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In this work, the aim is to utilize clustering analysis to find distinct groups of customers in an online 

retail database, in order to create targeted marketing programs. Two different clustering algorithms will be 

used, and their results will be compared to make the most informed decision. The scikit-learn 

implementation of K-means and DBSCAN will be used to determine the optimal number of clusters 

through the elbow method. Additionally, principal component analysis (PCA) will be applied to decrease 

the dimensionality of the data, which will enable the visualization of the clustering results for higher 

dimensional datasets.  

  

3.1 Datasets  

The Data used for the experimentation on online retail data using clustering Algorithms gotten 

from the UCI (UCI Machine Learning Repository: Online Retail Data Set), which was credited to Dr 

Daqing Chen, Director (Public Analytics group) as the source. The dataset is a transnational data set 

which contains all the transactions occurring between 01/12/2010 and 09/12/2011 for a UK-based and 

registered non-store online retail. The company mainly sells unique all-occasion gifts. Many customers 

of the company are wholesalers. There are 11 variables (attributes) in the data set as shown in Table 

2, and it contains all the transactions occurring in years mentioned. In this study, only 2011  transactions 

generated are explored. Over that period, there were 18,291 valid transactions in total, associated with 

some 4381 valid distinct UK postcodes.  

Table 2 Variables in the customer transaction data set  

InvoiceNo   Invoice number. Nominal, a 6-digit integral number uniquely assigned to 

each transaction. If this code starts with letter 'c', it indicates a cancellation  

StockCode  Product (item) code. Nominal, a 5-digit integral number uniquely assigned to 

each distinct product.  

Description   Product (item) name. Nominal.  

Quantity  The quantities of each product (item) per transaction. Numeric.  

InvoiceDate  Invoice Date and time. Numeric, the day and time when each transaction was 

generated  

UnitPrice  Unit price. Numeric, Product price per unit in sterling.  

CustomerID  Customer number. Nominal, a 5-digit integral number uniquely assigned to 

each customer.  

Country  Country name. Nominal, the name of the country where each customer 

resides.  

  

3.2 Explanation and Preparation of dataset  

  Adequate pre-processing was conducted to address null values, Outliers, Negative values which are 

not usual and duplicate with opposite signs. The dataset used was pre – processed are:  

1. Lots of nan values  

https://archive.ics.uci.edu/ml/datasets/online+retail
https://archive.ics.uci.edu/ml/datasets/online+retail
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2. The Quantity had negative values, which does not make sense  

3. Lots of duplicate values with opposite signs around 50 of them were removed  

4. Some missing data rows were discarded.  

5. Since most of the data (about 96%) had been concentrated in the UnitPrice less than 100, I found 

better results excluding the values above it!  

The data set has some important columns like the Product Name and based on the quantity sold and 

unit price we wish to establish some important business decisions. The dataset provided will be applied 

different clustering methods and results are summarized below  

Dataset Preparation and Processing:  

As the dataset contains records from 2 years of data 2010 and 2011. As part of the data analysis, 

the analysis will be on only 2011 data. With Data Processing, the key indicators are to be extracted and 

cleaned for the analysis. The dataset contains many null customer’s ids; however, they would not play any 

major role as part of the product classification so I would drop the record for the same. The following steps 

are the processing carried out:   

Extracting year from invoice date  

  The year 2011 data was extracted using the invoice date, the unique customers and products code 

checked. The dataset contains many null Customer Ids but since it will not play role as part of Product 

Classification so will not be dropping records for the same. After extracting data for the necessary time 

period, the following insights were obtained: the top countries with the largest number of customers, the 

month with the highest sales, and the product or stock code that contributes the most to sales. The 

increasing sales month over month suggest that retailers are expanding their businesses and boosting their 

sales. Additionally, we checked the seasonality of sales for different stock codes month over month and 

found that the DOT stock code product is consistently strong, indicating that it is not seasonal.   

Data Pre-Processing  

   Label encoding is a pre-processing step that I used to handle string values in my data. A label 

encoder object is a tool that is able to understand and process word labels. In this case, I used a label 

encoder object to pre-process my data by converting the string values to numerical labels. This is useful 

because many machine learning algorithms are not able to directly process string values and require 

numerical data as input. By converting the string values to numerical labels, I was able to apply these 

algorithms more easily to my data. After identifying the important features for classification, I used 

standard scaling to scale the data. I then checked the within-cluster sum of squares (WCSS) on both the 

scaled and original data, as shown in Figure 1 and Figure 2. Standard scaling is a common pre-processing 

step that is used to transform the features of a dataset so that they have a mean of 0 and a standard 

deviation of 1. This is useful because many machine learning algorithms are sensitive to the scale of the 

input features and can perform poorly if the features have very different scales. By scaling the data, I 

aimed to ensure that all of the features were on a similar scale and would be weighted equally by the 

machine learning algorithm. The WCSS is a measure of the compactness of the clusters in a clustering 

algorithm and can be used to determine the optimal number of clusters. By comparing the WCSS on the 

scaled and original data, I was able to see the impact of scaling on the clustering results.  
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Figure 1 WCSS on Scaled Data  

  

  

Figure 2 WCSS on original data  
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3.3 Clustering Methodology   

K-Means Clustering algorithm  

K-means clustering is a popular clustering algorithm that groups data points into a specified number of 

clusters (k) based on their similarity. The algorithm works by first initializing k centroids, which are points 

representing the centre of each cluster. The data points are then assigned to the cluster corresponding to 

the nearest centroid. Next, the centroids are updated to the mean of the points in the corresponding 

cluster. This process is repeated until the centroids no longer move or the desired level of convergence is 

reached. The goal of the algorithm is to minimize the distance between the points in a cluster and the 

corresponding centroid. K-means is a simple and effective algorithm that is widely used in a variety of 

applications.  

   To calculate the K-means clustering algorithm, we need to follow the below steps:  

Å Initialize k centroids (randomly or using some heuristic)  

Å Assign each data point to the closest centroid  

Å Update the centroids to the mean of the points in the corresponding cluster  

Å Repeat steps 2 and 3 until the centroids no longer move or the desired level of convergence is 

reached  

To calculate the distance between a data point and a centroid, we can use the Euclidean distance, which is 

defined as the square root of the sum of the squared differences between the coordinates of the two 

points. For example, if we have a data point with coordinates (x1, y1) and a centroid with coordinates (x2, 

y2), the Euclidean distance between the two points would be calculated as follows:  

distance = sqrt((x1-x2)^2 + (y1-y2)^2)  

Once we have calculated the distance between the data point and each centroid, we can assign the data 

point to the cluster corresponding to the nearest centroid. After all of the data points have been assigned 

to clusters, we can update the centroids by taking the mean of the points in each cluster. This process is 

then repeated until the centroids no longer move or the desired level of convergence is reached. The steps 

of the K-Means Clustering algorithm done on the dataset are shown below:  

Experimentation using K-means  
After initializing the cluster centroids, the memberships of each cluster in each of the 13 subsets 

are calculated in parallel. This means that each cluster has members in each of the 13 subsets. The new 

centroid of each cluster is then calculated based on all of the cluster members in all of the 13 subsets. This 

parallel version of the K-means algorithm produces the same final set of clusters as the sequential version, 

but with less processing time. Once the final clusters have been created, I will check the total records and 

unique products in each cluster by combining the cluster results with the original data. The final number of 

clusters can be visualized using seaborn count plots and scatterplots, as demonstrated in figures 3 and 4.  

DBSCAN Clustering algorithm  

  

  DBSCAN (Density-Based Spatial Clustering of Applications with Noise) is a clustering algorithm that 

groups data points into clusters based on their density. The algorithm works by first identifying "core 
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points" that have a high density of neighbouring points. These core points are then used to form 

clusters. Points that are not part of any cluster are considered "noise" and are not included in the final 

result.  

DBSCAN has several advantages over other clustering algorithms, such as k-means. First, it does not 

require the user to specify the number of clusters in advance. This is because the algorithm 

automatically determines the number of clusters based on the density of the data. Second, DBSCAN is 

able to handle data with varying densities and can identify clusters of arbitrary shape.  

To use the DBSCAN algorithm, the user must specify two parameters: Eps and MinPts. Eps is the 

maximum distance that defines a neighbourhood around a data point. MinPts is the minimum number 

of points that must be in a neighbourhood for a point to be considered a core point. The algorithm 

then uses these parameters to identify clusters and noise in the data.  

Experimentation using DBSCAN  
   The DBSCAN algorithm is typically calculated using the following steps:  

Å Initialize an empty list of clusters and an empty list of noise points.  

Å For each data point, find all points within a distance Eps of the point (using a distance measure such 

as Euclidean distance).  

Å If the number of points within Eps of the point is greater than or equal to MinPts, the point is a core 

point. Add it to a cluster and expand the cluster to include all points within Eps of the core point.  

Å If the number of points within Eps of the point is less than MinPts, the point is a noise point. Add it 

to the list of noise points.  

Å Repeat this process for each data point. When all points have been processed, the algorithm will 

have identified all clusters and noise points in the data.  

The DBSCAN algorithm can be made more efficient by using techniques such as indexing. In this case, 

the values of eps and min_samples were set to 0.3 and 10, respectively. These values determine the 

behaviour of the algorithm by specifying the maximum distance between two samples for them to be 

considered part of the same cluster (eps=0.3) and the minimum number of samples in a neighbourhood for 

a point to be considered a core point (min_samples=10). The values of eps and min_samples will affect the 

shape, size, and number of clusters identified by DBSCAN.  

    

3.4 Results analysis and discussion  

  In this study, two algorithms were tested on large datasets, commonly referred to as "big data." 

The percentage of null customer IDs in the dataset was 23%, and the original data tended to produce 

clearer results on a WCCS plot compared to scaled data. However, the size of the data made it difficult to 

plot a dendrogram. Despite these challenges, the algorithms were able to effectively process and analyse 

the data.  

As a result of the analysis, three clusters were identified in the dataset. The first cluster contained 1534 

samples, the second cluster contained 1230 samples, and the third cluster contained 1230 samples. These 
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clusters were created by dividing the samples into groups based on certain characteristics or features. The 

samples within each cluster were more similar to each other than they were to samples in other clusters, 

indicating the presence of distinct patterns or groups in the dataset. This suggests that the algorithms were 

successful in identifying meaningful patterns and relationships within the data.    

  

Figure 3 Clusters founded with Count plot  

  

Figure 4 Clusters founded with scatter  plot  

  

Conclusions  
  This study aimed to analyse and identify distinct groups within a dataset. The results showed that 

the samples in each cluster are more similar to each other than they are to samples in other clusters. This 

suggests that there are distinct patterns or groups present in the dataset. In future work, it may be useful 

to further classify the customers in the cluster with the highest number in order to identify the high-quality 

customers within that group. Overall, the clustering analysis performed in this study provided insight into 

the relationships and patterns present in the dataset.  
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Appendix One   
(These screenshots depict the referenced procedures that were completed for Task 3. The source of the 

information is a combination of self-written notes and a Jupyter notebook.)   

  

1. Dataset Preparation and Processing:  
Å Extracting year from invoice date  

  

  

Å Unique Customers and Products/Stock Code  

  

   

Å Check for Null values in the dataset   
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Å Top Countries with the greatest number of customers   

  

  

Å Month having highest sales    

  

  
  

Å Which Product or Stock Code contributes to most of the sales   
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Å Check for seasonality in sales for different Stock Codes month over mo 

  
  

2. Data Pre-Processing  
Å Label Encoding Data to handle String values   

  
Å Extracting important features for classification    
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Å Scaling Data   

  
  

Å Checking WCSS on Scaled Data   

  
Å Checking WCSS on original data  
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3. Experimentation using K-means  
Å Applying Kmeans Classification   
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Å Check on the final Clusters created   

  
Å Combining cluster results formed with original data  

   
  

Å Total Records in each cluster    
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Å Total Unique Product in Each Cluster  

  
  

Å Cluster Visualization   

  
  

4. Experimentation using DBSCAN  
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